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Abstract

The recent international credit crisis has highlighted the significant exposure
that banks and insurers, especially mono-line credit insurers, have to residential
house price risk. This paper provides an assessment of risk models for residential
property for applications in banking and insurance including pricing, risk mana-
gement, and portfolio management. Risk factors and heterogeneity of house price
returns are assessed at a postcode-level for house prices in the major capital city of
Sydney, Australia, over the period 01-1979 to 03-2011. The paper shows how a si-
gnificant proportion of house price variability is due to heterogeneity requiring
broader risk assessment than market-wide house price indices. Although time
series models of market price indices capture the temporal risks of house prices,
panel data models with random effects and variable slopes are required to cap-
ture cross-sectional heterogeneity and to quantify the risk of postcode-level house
prices compared to the market price index. Macroeconomic and financial variables,
as well as geographic and socio-demographic postcode characteristics are shown
to be important house price risk factors.
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1 Introduction

The recent international credit crisis has highlighted the significant exposure that banks

and insurers, especially mono-line credit insurers, have to residential house price risk.

In the crisis, a number of major banks collapsed and a number of insurers, including

mono-line mortgage and bond insurers, suffered financial distress. Harrington (2009)

discusses the causes of the financial crises and the impact on insurers. This recent inter-

national experience reinforces how residential house price fluctuations over short time

horizons present a substantial risk to private and institutional real estate investors as

well as lenders such as pension funds, investment banks, commercial banks, and insu-

rance companies. Insurers writing property insurance including flood and earthquake

coverage are exposed to claims costs related to house price values.

Despite this, the nature of house price risk attracts limited analysis in the risk and

insurance literature beyond models for a market-wide index. House price risk not

only reflects market-wide movements. Cross-sectional heterogeneity is a significant

factor to consider especially since few banks hold well diversified housing exposures

and mortgage insurers also face similar risk concentrations. Recent experience clearly

demonstrates that real estate investors and providers of housing-related financial pro-

ducts can benefit from a deeper understanding of the risk factors driving house price

returns and variability.

There are many financial and insurance products including residential housing loans

that are exposed to house price risk. Equity release products, such as reverse mort-

gages, have received significant interest as a means to fund retirement financial needs

(see, e.g., Davidoff, 2009; Chen et al., 2010a; Li et al., 2010; Sun and Sherris, 2010). Se-

curitization of reverse mortgages is also an area of study (see, e.g., Wang et al., 2008).

Banks providing mortgage loans are exposed to house price risk through borrower de-

fault on the loan. Default on the mortgage loan has the features of a put option on

the house value reflecting volatility in the underlying house value (see, e.g., Ambrose

and Buttimer, 2000) and thus house price risk is a significant factor in default rates on
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home mortgages (see, e.g., Case et al., 1996). Mortgage default risk also depends on

a household’s income and employment status. Mian and Sufi (2009) show that in the

recent financial crisis the sharp increase in mortgage defaults observed in the United

States in 2007 was significantly higher in postcode areas with a low median household

income, high poverty rates, low levels of education, and high unemployment rates.

Insurance risk management solutions have been proposed for managing these risks but

are not widely available beyond mortgage insurance. Mortgage insurance protects a

mortgage lender against a loss in the event a mortgage borrower defaults on his home

loan and the net proceeds of the sale are insufficient to cover the balance outstanding

on the loan (Chen et al., 2010b; Chang et al., 2010). This shifts house price risk to the

mortgage insurer. Shiller and Weiss (1999) discussed the development of home equity

insurance to insure homeowners against declines in the prices of their homes. In 2004,

a pilot project on home equity insurance was undertaken in Syracuse, NY, under the

name “Home Equity Protection” with insurance payments linked to postcode-specific

house price indices (Caplin et al., 2003; Englund, 2010). A recent study of housing

market transactions in Melbourne finds that index-based insurance schemes would be

unattractive from a homeowner perspective because of the large idiosyncratic com-

ponent of house price risk (Sommervoll and Wood, 2011). Derivatives such as the

housing futures and options traded at the Chicago Mercantile Exchange are based on

aggregate market indices and provide an imperfect hedge.

This paper develops and compares models for the risks inherent in housing portfolios

and in housing-related financial products. House price risk and returns are analyzed

based on a large micro-level data set. The analysis of postcode-level house prices de-

monstrates that a large proportion of house price risk is due to heterogeneity across

suburbs and that sub-markets show very different risk-return profiles over time. Mo-

dels of house price risk that allow for both temporal and cross-sectional risks in hou-

sing markets are considered that can be applied for pricing, risk management, and

portfolio management of house price products and portfolios in banking and insu-

rance.
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Multivariate time series models quantify temporal properties of house price risks.

They capture autoregressive and moving average patterns in the house price series ac-

counting for overall price index trends and variability. Multivariate auto-regressive in-

tegrated moving average (ARIMA) models describe the time series properties of house

prices at a finer detail than the market price index.

Panel data models allow us to relate postcode-level house prices to socio-demographic

variables and macroeconomic factors as well as the market index. Random effects and

variable slope parameters in panel data models very effectively capture cross-sectional

heterogeneity and allow quantification of this heterogeneity. They allow a quantifi-

cation of how house prices in different postcode areas vary with the Sydney market

house price index, yielding the equivalent of a house price beta. They identify the

impact of exogenous factors on house price returns and volatility, including macroeco-

nomic and financial variables, geographic and seasonal indicators, and postcode-level

socio-demographic indicators. These are shown to be important risk factors required

to assess residential house portfolios.

The main research questions addressed in this study are: What are the best models to

use for house price risk and how do they vary for different risk applications? What is

the significance of time variations in house prices and how do these differ across post-

code areas compared to the market-wide index. How important is the heterogeneity

that arises from cross-sectional variations in house prices and what are the major fac-

tors driving this? What are the exogenous factors driving house price dynamics over

time? What models are most suited to the differing banking and insurance applica-

tions?

The paper is organized as follows. Section 2 provides some background on house

price indices and risk models and describes the data. Section 3 develops and compares

the different statistical models. Applications of the models are discussed in Section 4.

Section 5 concludes.
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2 Data for house prices and explanatory risk factors

The analysis is based on house price indices for the postcode areas in the Sydney Sta-

tistical Division over the period Jan-1979 to Mar-2011. Postcode level data provides a

level of detail that allows an assessment of heterogeneity and the significance of risk

factors on house prices including geographical location. Postcode-level geographic

characteristics and socio-demographic data were collected from the censuses of 1981

to 2006. Monthly and quarterly macroeconomic and financial time series were obtai-

ned from the Reserve Bank of Australia. All analyses in the paper were performed

with SAS 9.2 and the SAS Enterprise Guide 4.2.

2.1 House price indices and risk factors

House price indices are used to reflect the risk and return characteristics of the under-

lying housing market. Median measures of house prices are easy to calculate but do

not account for changes in the composition and quality of houses over time. Hedonic

measures overcome this problem by modeling the price of a house as a function of

its physical characteristics and other factors such as neighborhood characteristics and

macroeconomic variables (see, e.g., Malpezzi, 2002; Sirmans et al., 2005). Spatial hedo-

nic analysis is a variant of this approach that accounts for spatial autocorrelation and

spatial heterogeneity often observed in real estate markets (see, e.g., Case et al., 2004;

Chernih and Sherris, 2004; Páez, 2009; Bourassa et al., 2010). Repeat-sales house price

indices are an alternative less data-intensive method based on price changes of houses

that have sold more than once. A recent comparison of hedonic and repeat-sales mea-

sures based on Australian data shows that the two methods provide similar estimates

of house price growth (Hansen, 2009).

Australian housing markets have shown strong growth rates in the past few decades.

Economic factors have been recognised as important in explaining house price trends

in Australia. Bodman and Crosby (2004) estimate the effect of macroeconomic factors
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on house prices in Sydney and Brisbane in 2002 and 2003. Abelson et al. (2005) model

changes in real house prices in Australian capital cities from 1970 to 2003. In the long

run, real house prices are determined by real disposable income, the consumer price in-

dex, the unemployment rate, real mortgage rates, equity prices and the housing stock.

Otto (2007) studies real house prices in Australia’s capital cities over the period 1986 to

2005. The mortgage rate has an important impact on growth rates in all eight capital ci-

ties while other variables, such as the real interest rate, property tax rates, subsidies to

housing, cost of maintenance and depreciation, and expected capital gains, are found

to be significant factors depending on city. Hatzvi and Otto (2008) shows that real

rent growth only accounts for a small fraction of the variations in residential property

prices in a study of the interaction of property prices and rents for Sydney’s Local Go-

vernment over the period 1991-2006. A recent study by Street (2011) concludes that

low interest rates and low unemployment impact Australian house prices.

House price dynamics in submarkets are assessed in Bourassa et al. (1999, 2003, 2009);

Knight and Cottet (2011). Bourassa et al. (2009) investigate the reasons for variations in

price changes among houses within a market. Studying repeat-sales data from three

New Zealand metropolitan areas, they show that investing in an atypical house is ris-

kier than purchasing a standard house, demonstrating that mortgage lenders should

take property characteristics into account. Knight and Cottet (2011) use income as a

socio-demographic factor to classify Sydney suburbs to take into account spatial varia-

bility. Three studies using data for the cities of Perth and Adelaide find no significant

seasonal variations in house prices (Costello, 2001; Rossini, 2000, 2002). Rossini (2000)

shows there is seasonality in volume sales, with more sales in summer and autumn,

and that this seasonality depends on the property’s location.

2.2 Postcode-level house price indices

Postcode-level price indices for residential properties were provided by the Sydney-

based company Residex for all postcode areas in the Sydney Statistical Division for the
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period Jan-1979 to Mar-2011. Not all postcodes in the postcode range of the Sydney

Statistical Division (2000-2263, 2555-2574, 2745-2787) are actually allocated or contain

houses for which sales are observed, for example, because they are assigned to univer-

sities. In total, there is data available at a monthly frequency for both houses and units

(apartments) for 243 postcodes, ranging from postcode 2007 to 2787. The analysis is

based on houses since these are a major component of the Sydney market.

The method used to calculate the Residex’ “Non-Revisionary Repeat Sales Indices” is

an extension of the repeat sales index approach taking into account median sales prices

for properties that do not sell in a period. Early values of the index, prior to December

2004 are computed using the repeat sales approach. Anomalous records are removed

and smoothing is used to ensure consistency through time and to limit the impact of

outliers and data errors. The indices are computed using all sales data in the market,

not just the sales on properties with repeat sales improving the accuracy of the index

and avoiding the need for revision of the indices when new sales data are available.1

The method of index calculation is a hybrid of a repeat sales index and a median sale

index that includes the best features of both methodologies.

Figure 1 plots all postcode-level house price indices over time. House prices have

shown positive trends over time with considerable variations around these trends.

There is also a large cross-sectional variability observed in house price trends. A

market-wide index will not capture these differences in postcode-level indices.

2.3 Comparison with national and international house price data

Residex provides aggregate house price indices for all Australian capital cities free of

charge on their website.2 The "Residex House Price Trading Indices" for houses in

Sydney is used as an aggregate measure for the Sydney housing market. Figure 2 and

Table 1 show a comparison of this index with the quarterly Sydney house price index

1See http://www.residex.com.au/index.php?content=article060606.
2See http://www.residex.com.au/index.php?content=get_indices.
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Figure 1: House prices of postcodes in the Sydney Statistical Division, Jan-1979 to Mar-
2011.

published by the Australian Bureau of Statistics, which is available for the period I-

2002 to II-2011 (with I and II denoting the first and second quarter of the year).3 The

two indices have very similar growth rates and volatility over time. The Residex index

covers a much longer time period (starting in Jan-1979) and provides disaggregated

postcode-level house price indices.

Figure 2: Comparison of the "Residex House Price Trading Indices" for Sydney with
the Sydney house price index published by the Australian Bureau of Statistics, I-2002
to II-2011.

Table 1 and Figure 3 compare the "Residex House Price Trading Index" against house

price indices for major U.S. cities. Quarterly house price indices for three metropolitan

statistical areas over the period I-1991 - I-2011 were obtained from the U.S. Federal

3See http://www.abs.gov.au/AUSSTATS/abs@.nsf/DetailsPage/6416.0Jun%202011?OpenDocument
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Frequency Source Region Sample period Mean Std. Dev. N
Quarterly Residex Sydney I-2002 - II-2011 1.32% 2.59% 36
Quarterly ABS Sydney I-2002 - II-2011 1.18% 2.70% 36
Quarterly Residex Sydney I-1991 - II-2011 1.64% 2.23% 81
Quarterly FHFA New York-White Plains-Wayne, NY-NJ I-1991 - I-2011 1.03% 2.03% 81
Quarterly FHFA Los Angeles-Long Beach-Glendale, CA I-1991 - I-2011 0.68% 3.37% 81
Quarterly FHFA Philadelphia, PA I-1991 - I 2011 0.88% 1.74% 81
Monthly Residex Sydney Jan-1987 - Mar-2011 0.64% 1.23% 290
Monthly S&P/CSI New York, NY Jan-1987 - Mar-2011 0.27% 0.80% 290
Monthly S&P/CSI Los Angeles, CA Jan-1987 - Mar-2011 0.36% 1.27% 290
Monthly S&P/CSI Washington, DC Jan-1987 - Mar-2011 0.35% 1.01% 290

Table 1: Summary statistics for the growth rates of different Australian and U.S.
house price indices. Notes: Data was obtained from Residex, from the Australian Bu-
reau of Statistics (ABS), from the Federal Housing Finance Agency (FHFA), and from
S&P/Case-Shiller (via MacroMarkets LLC)

Housing Finance Agency (FHFA).4 Monthly S&P/Case-Shiller Indices for three major

U.S. cities over the period Jan-1987 - Mar-2011 were taken from MacroMarkets LLC.5

Housing markets perform differently across cities and countries. They also share cer-

tain characteristics. There are extended periods of upward and downward trends and

there is considerable variation around these trends, with standard deviations of more

than two or three times the average growth rates.

Figure 3: Comparison of the "Residex House Price Trading Index" for Sydney with
house price indices for three metropolitan U.S. statistical areas obtained from the Fe-
deral Housing Finance Agency, I-1991 - II-2011.

4See http://www.fhfa.gov/Default.aspx?Page=87
5See http://www.macromarkets.com/csi_housing/index.asp
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2.4 Cross-sectional distribution and time series properties of house

price growth rates

Growth rates of the postcode-level house price indices are calculated as the differences

of the log time series (using the natural logarithm ln). The logarithmic transformation

normalizes the data and differencing generates a stationary series for analysis. The

house price indices are available on a monthly basis. Monthly, quarterly, and yearly

growth rates are compared. Quarterly growth rates are calculated from using the index

for December, March, June, and September. Yearly growth rates are calculated from

December in one year to December in the next year. This is also the month with highest

sale volume (see Figure 7).

Table 3 gives the descriptive statistics for monthly, quarterly, and yearly growth rates

in postcode-level house price indices in the Sydney Statistical Division. The summary

statistics are calculated across time and postcode areas. Over the period Jan-1979 to

Mar-2011, the average monthly growth rate in house prices in Sydney was 0.73% per

month, 2.16% per quarter and 8.26% per year. There are substantial variations around

these mean values. The third column in Table 4 gives the coefficient of variation. For

monthly data, the standard deviation is 151.04% of the mean value, 111.93% for quar-

terly data, and 87.24% for annual data. There is also a high level of auto-regression in

the series.

Frequency Mean Std. Dev. CV AR(1) parameter p value N
Monthly 0.73% 1.10% 151.04% 0.759 <.0001 93798

Quarterly 2.16% 2.42% 111.93% 0.821 <.0001 31104
Yearly 8.26% 7.21% 87.24% 0.881 <.0001 7533

Table 2: Summary statistics for the growth rates in postcode-level house price indices
at different frequencies over the period Jan-1979 to Mar-2011. Notes: CV denotes the
coefficient of variation. The autoregressive AR(1) parameter and the corresponding p
value were estimated using a linear regression model with an intercept.

House price growth exhibits very large variations over short time horizons and these

variations reduce for longer time horizons. House price growth measured over longer

time periods reflect the impact of auto-regression in the series.
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The analysis will use quarterly growth rates from Jan-1979 to Mar-2011. Some of the

economic and financial time series are only available on a quarterly basis. The quarters

of the year are denoted by I, II, III, and IV. Stationarity of the growth rates was tested

using the Phillips-Perron unit root test. For each postcode, the Phillips-Perron test

statistic was computed based on an autoregressive model with up to four lags and a

constant. All quarterly growth rates are stationary at the 5% level.

Figure 4 plots the growth rates over time for five selected postcodes and compares

them against the Sydney market index. The postcodes are located at the harbor (2009-

Pyrmont), at the coast (2095-Manly), in the Inner West city (2150-Enmore, Newtown),

in the Outer West (2150-Harris Park, Parramatta), and near the Blue Mountains Natio-

nal Park (2780-Katoomba, Leura, Medlow Bath). The plot and the summary statistics

provided in Table 3 show how house price growth varies across postcode areas. A

histogram for the quarterly growth rates is provided in Figure 5. The skewness of the

distribution is positive (0.756) and slightly skewed to the right. The distribution has a

more acute peak around the mean and fatter tails than the normal distribution with a

kurtosis of 1.494.

Figure 4: Quarterly growth rates of the house price indices for five selected postcodes
and for the Sydney market index, I-1979 to I-2011.
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Region Postcode Mean Std. Dev. AR(1) parameter p Value
Pyrmont 2009 0.028 0.029 0.644 <.0001

Enmore, Newtown 2042 0.027 0.031 0.596 <.0001
Manly 2095 0.025 0.025 0.439 <.0001

Harris Park, Parramatta 2150 0.022 0.026 0.624 <.0001
Katoomba, Leura, Medlow Bath 2780 0.026 0.025 0.506 <.0001

Sydney 0.021 0.023 0.784 <.0001

Table 3: Summary statistics for the quarterly growth rates of the house price indices for
five selected postcodes and for the Sydney market index, I-1979 to I-2011. Notes: The
autoregressive AR(1) parameter and the corresponding p value were estimated using
a linear regression model with an intercept.

Figure 5: Histogram for quarterly growth rates of postcode-level house price indices.

2.5 Long-term returns to housing

Residential property is an asset class that investors typically hold over long time per-

iods. The average annualized return in the Sydney Statistical Division over the 32-year

sample period was 9.1%. The standard deviation of this average return across post-

codes is 1.3% reflecting a large variability over long time horizons. The highest returns

to housing were realized in the central business district (CBD) and along the harbor

with an annualized return of 10.6% in both regions.

Figure 6 plots the annualized returns on postcode-level house price indices against

the standard deviations in monthly house price growth rates observed in the same

postcode areas over the period Jan-1979 to Mar-2011 showing a positive relationship
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with higher long-term growth associated with higher volatility.

Figure 6: Scatter plot of the annualized returns on postcode-level house price in-
dices over the period Jan-1979 to Mar-2011 against standard deviations in the monthly
growth rates of postcode-level house price indices.

2.6 Seasonal effects in house price growth and in sale volumes

Figure 7 compares the average growth in postcode-level house prices with the average

sale volume. The two graphs at the top are based on monthly data; the two graphs at

the bottom use quarterly data. Panel data analysis was used to test whether growth

rates and sale volumes in a given month or quarter are significantly different from the

annual average.6

A number of significant seasonal effects are found for both growth and sales volumes.

Significant above-average house price growth is observed in the months April to June

and September to November. Significant below-average growth is observed in Fe-

bruary, March, August, and December. On a quarterly basis, above-average growth is

observed in the second quarter and below-average growth in the first quarter. House

prices in Sydney grow on average fastest in the month of April, with an average growth

6Tests were done by first subtracting the mean growth rate from the postcode-specified series of
house growth. Then, a panel data model without intercept but with dummy variables for the twelve
months or the four quarters of the year was fitted to the demeaned time series. A t test is used to test
whether the growth rate in a given month or quarter is statistically different from the mean.
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rate of 0.86% but sale volumes peak in December, with on average 19.40 transactions

per postcode area. There are significant above-average sales in the second and fourth

quarter and significant below-average sales in the first quarter. Similar seasonal pat-

terns are observed in monthly and quarterly house price growth rates.

Figure 7: Average growth in postcode-level house prices and average sale volumes,
monthly and quarterly data. Notes: ∗ symbols indicate the months or quarters with
significant above-average or below-average growth (∗ p-value < .05, ∗∗ p-value < .01,
∗∗∗ p-value < .001).

2.7 The impact of geographic characteristics on postcode-level house

price growth

Two different measures of a postcode’s geographic characteristics are used. For each

postcode the distance in kilometers is calculated between the postcode area’s central

location and Sydney’s central business district (CBD). The central location of a post-

code is the average of the latitude and longitude of all houses in that postcode and the

central location in the CBD is the General Post Office building in No. 1 Martin Place.

Regional dummy variables were created using a postcode map of Sydney to indicate
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whether a postcode area is adjacent to the CBD, the harbor, the coastline, or the air-

port. Postcode areas can be in more than one regional category, when, for example,

bordering the harbor and the CBD.

The average distance to the CBD is 23.79 kilometers for 243 all postcode areas in the

Sydney Statistical Division. This distance is 2.07 kilometers for the seven postcode

areas located in or adjacent to the CBD, 5.09 kilometers for the 25 postcodes located

at the harbor, 7.60 kilometers for the seven postcode areas next to the airport, and

18.69 kilometers for the 22 postcodes that are adjacent to the coast. Sydney’s airport is

located in relatively close proximity to the city center. The airport also is well connected

to the transportation infrastructure. As a result, the postcode areas near to the airport

are also attractive residential areas. This can be seen in Figure 8 which gives average

house price indices for the different regions. Above-average returns to housing are

realized in the postcode areas near the central business district, along the harbor, near

the airport, and at the coast. The corresponding average quarterly growth rates are

given in Table 4.

Figure 8: Average house price indices in different regions of the Sydney Statistical
Division over the period Jan-1979 to Mar-2011.

Figure 9 shows house price growth rates in a postcode area against the corresponding

postcode area’s distance in kilometers from Sydney’s central business district. This is

done for the average quarterly growth rates observed in a suburb. The graph indi-
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Region Mean Std. Dev. Minimum Maximum N
Total 2.16% 2.42% -7.40% 15.12% 31104
CBD 2.49% 2.67% -4.73% 14.45% 896

Harbor 2.50% 2.60% -7.40% 14.64% 3200
Airport 2.34% 2.39% -4.56% 12.62% 896
Coast 2.33% 2.53% -6.39% 12.68% 2816

Table 4: Descriptive statistics for the quarterly growth rates of postcode-level house
price indices in different regions of the Sydney Statistical Division, I-1979 to I-2011.

cates an U-shaped relationship between house price growth and distance with lowest

growth rates in postcode areas located approximately 40-50 kilometers away from the

city.

Figure 9: Scatter plot of average quarterly growth rates of postcode-level house price
indices against the corresponding postcode area’s distance in kilometers from Sydney’s
central business district, I-1979 to I-2011.

2.8 Macroeconomic and financial variables

Time series for real Gross Domestic Product (GDP), unemployment rates, interest rates,

mortgage rates and inflation are sourced from the Reserve Bank of Australia for the

same time period for which house price data is available (Jan-1979 to Mar-2011). Real

GDP and unemployment rates are available as quarterly series, the other variables are
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monthly series.7 A monthly time series for the Australian stock market index “ASX All

Ordinaries Index” was obtained from the Australian Stock Exchange, Wren Research.

All monthly time series are converted to a quarterly frequency by extracting the series

values for December, March, June, and September. This applies to unemployment

rates, interest rates, mortgage rates, and the ASX index. Time series with trends (real

GDP and the ASX index) were transformed to growth rates using first differences of

the ln series. Unemployment rates, interest rates, mortgage rates, and inflation rates

were used directly.

Table 5 gives the descriptive statistics for the macroeconomic and financial time se-

ries on a quarterly basis. The average quarterly growth rate of the ASX index was

1.95%, which is lower than the average quarterly growth rate of 2.16% of postcode-

level house price indices (see Table 4). High significant correlations are found between

mortgage rate, interest rates, and inflation (89% for mortgage rate-interest rate, 67% for

inflation-interest rate, and 54% for mortgage rate-inflation) based on pairwise Pearson

correlation coefficients calculated for all bivariate associations between the macroeco-

nomic and financial variables and two-sided t tests to test the null hypothesis that the

correlation is zero. These three variables have the potential to cause multi-collinearity

problems if included together as explanatory variables.

Variable Mean Std. Dev. Minimum Maximum N
Real GDP growth 0.88% 0.98% -1.59% 4.01% 128

Unemployment rate 7.18% 1.85% 4.05% 11.21% 128
Interest rate 8.94% 4.54% 3.16% 19.56% 128

Mortgage rate 10.00% 3.18% 5.80% 17.00% 128
Inflation rate 1.15% 0.93% -0.50% 4.20% 128
ASX growth 1.95% 9.59% -57.19% 22.98% 128

Table 5: Descriptive statistics for the macroeconomic and financial variables based on
quarterly data for I-1979 to I-2011.

7The series names are “Real gross domestic income" from the table “G10 Gross Domestic Product”,
“Unemployment rate, per cent” from the table “G7 Labour Force”, “Bank accepted bills (90 days)” from
the table “F1 Interest Rates and Yields - Money Market”, “Housing Loans, Banks, Variable, Standard”
from the table “F5 Indicator Lending Rates”, and “Consumer price index - All groups” from the table
“G1 Measures of Consumer Price Inflation”.
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2.9 Socio-demographic postcode characteristics

Census data was obtained from the Australian Bureau of Statistic for the census years

1981, 1986, 1991, 1996, 2001, and 2006. This data is provided for all Postal Areas in

the Sydney Statistical Division (2006 boundaries). Postal Areas used in the Census ap-

proximately match postcode areas. From the census data files, the variables “Median

Household Income”, “Unemployment Rate”, “Median Age”, and “Average House-

hold Size” are used. Table 6 gives the mean values for each variable calculated across

all postcode areas for each census year between 1981-2006. The median weekly hou-

sehold income has increased from AUD 327.19 to AUD 1294.00. The unemployment

rate has varied between 5.04% in 1981 and 9.92% in 1991. The average median age has

increased from 30.5 years to 36.1 years and the average household size has decreased

from 2.98 to 2.70 persons.

Variable 1981 1986 1991 1996 2001 2006
Median household income 327.185 492.227 706.173 797.054 1,065.610 1,294.000

Unemployment rate 5.036 8.411 9.917 7.015 5.804 5.078
Median age 30.531 31.727 32.562 33.858 34.892 36.081

Average household size 2.977 2.846 2.793 2.713 2.724 2.700

Table 6: Descriptive statistics for socio-demographic postcode area characteristics ba-
sed on data for the Census years 1981-2006.

3 Risk models for house prices

3.1 Model frameworks

The growth rates of postcode-level house price indices are modeled over time and

for the cross-section of postcode areas. The models are characterized as “longitudinal

models” or “panel data models” (Frees, 2004) (Chap. 1). Time series models in the

class of auto-regressive integrated moving average (ARIMA) models use past values

of the dependent variable and past random errors to explain future values. Modeling

the growth rates (calculated by differencing the log (ln) house price indices) ensures
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stationarity of the data. Longitudinal modeling techniques for modeling heterogeneity

are panel data models and these include variable effects allowing the intercept and/or

slope parameters to vary. Heterogeneity can also be modeled using random variables

instead of fixed parameters. Random-effects and fixed effects models are covered in

Frees (2004) (Chap. 3).

3.2 Summary and comparison of models

Table 7 compares the models for house prices including models with both time series

and cross sectional characteristics. Selected models are discussed in the following sub-

section. Models are estimated for the quarterly growth rates in postcode-level house

price indices except for models that use socio-demographic postcode area characte-

ristics which are only available for census years. In these models, growth rates of

postcode-level house price indices are calculated by taking the difference between the

ln index value observed in December of one census year minus the ln index value ob-

served in December of the previous census year. The variability of the dependent va-

riable, σ̂2, is estimated as the standard deviation of house price growth rates over time

and over the cross-section. The percentage of this variability explained by the model is

calculated by comparing the variability of the dependent variable to the variability of

the model error terms.

The multivariate ARIMA model was selected based on the model fit using the Akaike

information criterion (AIC), the number of significant parameters, and the time se-

ries properties of the model’s errors. Models were estimated using conditional least

squares estimation. The time series model that represents the series best, given as

Model 1, is an ARIMA(3,1,1) model with three autoregressive terms and one moving

average term. Model 1 explains 73.4% of variability in house price growth rates.

Panel data models for quarterly postcode-level house price growth rates with growth

rates of the Sydney market price index as the explanatory variable were estimated

using restricted maximum likelihood (REML) estimation. Model 2a assumes a ho-
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mogenous slope for the Sydney index and explains 42.8% of the variability in the

postcode-level growth rates. This increases to 44.8% in Model 2b which assumes a dif-

ferent slope parameter for each postcode. This model quantifies the differential price

sensitivity of house prices in different postcode areas towards the market index. Model

2c includes, in addition, a random intercept term for each postcode but this does not

improve the percentage of the explained variability with most random intercept terms

insignificant. Including an ARMA(1,1) error covariance structure provides the best fit

in terms of the AIC criterion.8 The market-wide growth rate is an important factor

explaining variability and growth rates across postcodes. There remains a significant

amount of variation in the quarterly postcode growth rates.

To quantify the impact of exogenous variables on house prices, postcode-level house

price growth rates are modeled with macroeconomic and financial variables, seaso-

nal dummy variables, and geographic explanatory variables. Model 3a assumes ho-

mogenous slope parameters for the macroeconomic and financial variables and an

ARMA(1,1) error covariance structure. Although these factors are statistically signi-

ficant, the model only explains 1.9% of the variability in house price growth rates. Al-

lowing for variable slope parameters in Model 3b improves the model only marginally.

Since only a few of the many postcode-specific slope parameters are significant only

homogenous slopes are included in subsequent models. Model 3c with lagged values

(five lags) of the macroeconomic and financial variables explains 20.8% of the variabi-

lity in house price growth rates. Model 3c that includes the growth rate of the Sydney

index and macroeconomic and financial variables explains 48.8% of house price risk.

Panel data models that quantify the impact of socio-demographic postcode area cha-

racteristics on postcode-level house price growth include Model 4a, which is based on

current values of the socio-demographic variables and explains 23.1% of postcode-

level house price risk, and Model 4b, which explains 61.5% by considering socio-

8The ARMA(1,1) covariance structure is defined as σij = σ2[γρ(i−j)−1 I(i 6= j) + I(i = j)], where
σij denotes the ijth element in the covariance matrix, ρ is the autoregressive parameter, γ models a
moving-average component, and σ is the residual variance. I(A) equals 1 when statement A is true and
0 otherwise.
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demographic trends observed in the current census and in the previous census.

3.3 Detailed results for selected models

Multivariate ARIMA(3,1,1) model

Time series models without cross sectional explanatory variables explain a large share

of the variability in postcode-level house price growth rates (73.4%). The autoregres-

sive nature of house price growth rates means that the historical values provide in-

formation about future trends. Parameter estimates for an ARIMA(3,1,1) are provided

in Table 8. All model parameters are statistically significant. The autocorrelation and

partial autocorrelation functions show no significant autocorrelation left in the errors.

The quarterly lagged growth rates capture any seasonality.

Parameter estimates
Effect Estimate Standard Error t Value Approx Pr > |t| Lag

Intercept 0.022 0.001 19.27 <.0001 0
growthi,t−1 1.145 0.013 85.82 <.0001 1
growthi,t−2 -0.074 0.010 -7.66 <.0001 2
growthi,t−3 -0.088 0.009 -9.98 <.0001 3

εi,t−1 0.727 0.012 61.87 <.0001 1
Fit Statistics

AIC -184,462 BIC -184,421

Table 8: Estimation results for the multivariate ARIMA(3,1,1) model based on quarterly
data for I-1979 to I-2011.

Time series models are the standard modeling approach for banking and insurance

applications when quantifying risk from an asset such as housing as in this study.

Modeling the market-wide index does not capture differing trends by postcode. Cross

sectional variation is evident in house price growth rate data. To not include this is a

substantial weakness of any risk model for a non-homogeneous asset such as housing.

Panel data model with variable slopes for the Sydney house price market index

Panel data models with variable slopes for growth in the Sydney market index quan-

tify the sensitivity of postcode-level house prices towards market movements. Model

2d assumes an ARMA(1,1) covariance structure for the errors. The estimation results
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are summarized in Table 9. The estimated slope parameters are significant for all 243

postcode areas. The three parameters defining the ARMA(1,1) covariance structure

(denoted as ρ, γ, and σ) are all statistically significant. The mean of the estimated slope

parameter across all postcode areas is 0.459, with a standard deviation of 0.105, so that

sensitivity to overall market growth rates is relatively significant but varies across post-

codes. Correlations between postcodes are captured with a single-factor model using

the market-wide index. Some postcodes have a higher proportion of variation explai-

ned by the market-wide index where there is a higher slope as given by the beta with

respect to the market-wide index.

Covariance parameter estimates for the random effects
Cov. Parameter Subject Estimate Std. Error Z Value Pr Z

ρ postcode 0.7720 0.0079 97.89 <.0001
γ postcode 0.3181 0.0080 39.88 <.0001
σ 0.0003 0.0000 94.14 <.0001

Solution for fixed effects
Effect Postcode Estimate Std. Error t Value Pr > |t| DF

Intercept 0.013 0.000 56.42 <.0001 242
growth_Sydneyt ∗ postcode 2007 0.510 0.063 8.07 <.0001 31,000
growth_Sydneyt ∗ postcode 2008 0.603 0.063 9.54 <.0001 31,000
growth_Sydneyt ∗ postcode 2009 0.606 0.063 9.60 <.0001 31,000

... ... ... ... ... ...
growth_Sydneyt ∗ postcode 2785 0.245 0.063 3.88 <.0001 31,000
growth_Sydneyt ∗ postcode 2786 0.330 0.063 5.22 <.0001 31,000
growth_Sydneyt ∗ postcode 2787 0.246 0.073 3.89 <.0001 31,000

Fit Statistics
AIC -163,309 BIC -163,299

Table 9: Estimation results for Model 2d based on quarterly data for I-1979 to I-2011.
Notes: Parameter estimates for all postcodes are available from the authors upon re-
quest. The parameters ρ, γ, and σ define the ARMA(1,1) structure of the error cova-
riance matrix.

Spatial effects are also observed in the growth rates. House prices in different suburbs

vary considerably in their sensitivity towards changes in the Sydney market index.

Figure 10 shows that house prices are more sensitive towards changes in the Sydney

market index the closer the postcode area is located to Sydney’s central business dis-

trict. Table 10 shows that price sensitivity is largest for postcode at the Sydney harbor

and near the CBD. These two regions also have the highest house prices growth rates
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(compare Table 4).

Figure 10: Scatter plot of the estimated postcode-specific slope parameters in Model 2d
against the corresponding postcode area’s distance in kilometers from Sydney’s central
business district.

Region Mean* Std. Dev.* N
Total 0.459 0.105 243
CBD 0.518 0.075 7

Harbor 0.532 0.060 25
Airport 0.511 0.070 7
Coast 0.491 0.084 22

Table 10: Descriptive statistics for the estimated postcode-specific slope parameters in
Model 2d. Notes: * indicates that the summary statistics are calculated for the parame-
ter estimates.

Panel data model with macroeconomic, financial, seasonal, and geographic variables

Model 3c explains the quarterly growth rates in postcode-level house price indices with

macroeconomic and financial variables with up to five lags, seasonal dummy variables

for the first, second, and third quarter of a year, the postcode’s distance in kilometers

from Sydney’s central business district, and the square of this distance measure. In-

terest rates are converted to real interest rates using the observed inflation rate and

mortgage rates are omitted to avoid estimation issues because of high correlations bet-

ween mortgage rates, interest rates, and inflation. An ARMA(1,1) error structure is

assumed for the errors.
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From Table 11 significant effects are found for both current and lagged values of the

macroeconomic and financial variables demonstrating that macroeconomic and finan-

cial variables are highly significant factors explaining house price growth rates. Inter-

estingly, real GDP growth in the current quarter and growth in the ASX stock market

index lagged one quarter are significant explanatory factors for increases in house price

growth. A buoyant economy is positive for houses prices. There is a significant nega-

tive relationship between house price growth and unemployment rates in the same

quarter and between house price growth and real interest rates lagged one quarter. Si-

gnificant seasonal effects are found for the first and second quarter with below-average

house price growth in the first quarter and above-average growth in the second and

third quarter. House price growth in a postcode area is significantly related to the dis-

tance of the postcode area to Sydney’s central business district in a non-linear manner

as noted previously in Section 2.

Given the nature of economic variables and the likely impact of the real economy on

housing prices lagged values of the economic variables should be included in the mo-

del. House prices also have an impact on the real economy and this is a factor that the

Reserve Bank of Australia monitors when assessing monetary policy and interest rate

settings. Geographic and spatial factors are also significant since capturing variability

with economic factors does not explain postcode variability even though the economic

effects on house prices may vary by postcode.

Panel data model with socio-demographic and geographic postcode area characte-

ristics

Socio-demographic characteristics are only available from the census date every five

years. This limits the usefulness of these variables in practical applications. Model

4a includes an intercept, socio-demographic postcode area characteristics observed in

the current census, the postcode’s distance in kilometers from Sydney’s central busi-

ness district, and the square of this distance measure. An ARMA(1,1) error structure

is assumed for the errors. The socio-demographic characteristics are transformed to

rates of change to represent the trends observed in these variables (compare Table 6 in
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Covariance parameter estimates for the random effects
Cov. Parameter Subject Estimate Std. Error Z Value Pr Z

ρ postcode 0.8117 0.0067 121.28 <.0001
γ postcode 0.5178 0.0076 67.90 <.0001
σ 0.0005 0.0000 67.41 <.0001

Solution for fixed effects
Effect Estimate Std. Error t Value Pr > |t| DF

Intercept 0.0096 0.0016 6.03 <.0001 240
GDP growtht 0.0025 0.0002 16.79 <.0001 30,000

GDP growtht−1 0.0015 0.0002 9.31 <.0001 30,000
GDP growtht−2 0.0004 0.0002 2.47 0.014 30,000
GDP growtht−3 0.0012 0.0002 7.21 <.0001 30,000
GDP growtht−4 0.0011 0.0002 6.23 <.0001 30,000
GDP growtht−5 0.0011 0.0002 6.52 <.0001 30,000
Unempl. ratet -0.0038 0.0004 -8.58 <.0001 30,000

Unempl. ratet−1 0.0032 0.0005 6.54 <.0001 30,000
Unempl. ratet−2 0.0027 0.0005 5.12 <.0001 30,000
Unempl. ratet−3 0.0001 0.0005 0.10 0.923 30,000
Unempl. ratet−4 -0.0010 0.0005 -1.78 0.075 30,000
Unempl. ratet−5 0.0002 0.0005 0.43 0.665 30,000

Real interestt 0.0166 0.0090 1.85 0.064 30,000
Real interestt−1 -0.2024 0.0090 -22.46 <.0001 30,000
Real interestt−2 -0.0380 0.0087 -4.36 <.0001 30,000
Real interestt−3 -0.0300 0.0086 -3.51 0.001 30,000
Real interestt−4 0.1246 0.0093 13.35 <.0001 30,000
Real interestt−5 0.0754 0.0092 8.17 <.0001 30,000

ASX growtht 0.0000 0.0000 -1.90 0.057 30,000
ASX growtht−1 0.0002 0.0000 13.38 <.0001 30,000
ASX growtht−2 0.0000 0.0000 2.19 0.029 30,000
ASX growtht−3 0.0001 0.0000 5.56 <.0001 30,000
ASX growtht−4 0.0000 0.0000 -1.22 0.221 30,000
ASX growtht−5 0.0000 0.0000 -3.15 0.002 30,000

QI_dummy -0.0021 0.0003 -7.90 <.0001 30,000
QII_dummy 0.0020 0.0003 7.16 <.0001 30,000
QIII_dummy 0.0005 0.0003 1.97 0.049 30,000

Distance -0.0002 0.0000 -5.00 <.0001 240
Distance2 0.0024 0.0005 4.94 <.0001 240

Fit Statistics
AIC -154,631 BIC -154,621

Table 11: Estimation results for Model 3 based on quarterly data for I-1979 to I-2011.
Notes: The parameters ρ, γ, and σ define the ARMA(1,1) structure of the error cova-
riance matrix. Distance2 was divided by 1000 to obtain parameter estimates.

Section 2).

Significant effects are found for all four socio-demographic variables. The estimated
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parameters are given in Table 12. Higher house price growth in a postcode is related

to an increase in the median household income in this postcode, a decrease in the

unemployment rate, a decrease in the median age, and to an increase in the average

household size in this postcode. The last two effects indicate that higher house price

growth is observed in areas where the population gets younger and household sizes

increase, that is, areas that attract young families.9 Furthermore, house price growth in

a postcode area is significantly related to the distance of this postcode area to Sydney’s

central business district in a non-linear manner.

Covariance parameter estimates for the random effects
Cov. Parameter Subject Estimate Std. Error Z Value Pr Z

ρ postcode -1.0000 0 . .
γ postcode -0.677 0.025 -26.85 <.0001
σ 0.018 0.001 14.29 <.0001

Solution for fixed effects
Effect Estimate Std. Error t Value Pr > |t| DF

Intercept 0.400 0.009 42.87 <.0001 239
Median income growth 0.287 0.025 11.66 <.0001 960
Unempl. rate growth -0.051 0.009 -5.75 <.0001 960
Median age growth -0.257 0.069 -3.72 0.0002 960

Household size growth 0.374 0.088 4.25 <.0001 960
Distance -0.003 0.000 -7.83 <.0001 239
Distance2 0.034 0.004 8.99 <.0001 239

Fit Statistics
AIC -2,065 BIC -2,058

Table 12: Estimation results for Model 4 based on data for the Census years 1981-
2006. Notes: The parameters ρ, γ, and σ define the ARMA(1,1) structure of the error
covariance matrix. Distance2 was divided by 1000 to obtain parameter estimates.

9Model 4b controls for potential endogeneity between house price growth and the socio-
demographic characteristics of a postcode area by including socio-demographic variables observed in
the current census and in the previous census. The model confirms the strong positive link between
house price growth and income growth.
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4 Applications of house price models in banking and in-

surance

Insurers have major exposures to house price risks through the portfolio of property

risks that they underwrite. Banks also have direct exposure through default risk on

their mortgage loans secured on residential property. Despite this there is limited de-

tailed analysis of models for quantifying house price risk and limited analysis based

on house price data other than at a market-wide level. This reflects the limited availa-

bility of such detailed data. This paper is one of the first to provide an assessment of a

range of models, to quantify this significant risk and to do this at a postcode level for

houses in a major city.

Research on product risk analysis and pricing of housing related financial products,

such as reverse mortgages or mortgage insurance, usually models house price risk

based on aggregate market indices. From the results in Section 2 house price risk or

variability has two main components: temporal variations and cross-sectional hetero-

geneity. Multivariate time series models effectively capture the autoregressive and mo-

ving average patterns observed in the time series but do not explain the cross-sectional

variability. Unless a bank or an insurer has exposure to a house portfolio that is repre-

sentative of the overall market there will be significant risk in the portfolio that is not

captured using market-wide indices. The panel data models used here are shown to

capture this heterogeneity. The growth rate of houses varies significantly by geogra-

phic region and this is shown in the Sydney housing market. Macroeconomic factors

are shown to be important in explaining variability in addition to a market-wide index.

Mortgage-related financial products have been a significant component in financial

distress faced by banks and insurers as a result of the recent financial crisis. A ma-

jor risk faced by banks and credit lending institutions providing mortgage loans is

mortgage default. Default rates on mortgage loans depend on house price dynamics

through the put option-like character of a mortgage loan to the borrower, along with
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general economic factors, and on the individual borrower’s economic situation (see,

e.g., Case et al., 1996; Ambrose and Buttimer, 2000; Mian and Sufi, 2009). From the pa-

nel data models in Section 3 postcode-level house prices are seen to depend on socio-

demographic variables and particularly on macroeconomic factors, including lagged

values of these explanatory variables. House price growth was shown to be signifi-

cantly related to macroeconomic and financial variables including GDP growth, the

ASX stock market index, and interest rates. Macroeconomic fluctuations have longer-

term, accumulating effects on house price growth since lagged values are significant

in explaining house price growth rates. From a borrower risk perspective the analysis

of house price growth shows that lower growth occurs in postcode areas with decrea-

sing income levels and an ageing population. In these areas, mortgage loan providers

would expect higher mortgage default rates and lower proceeds from selling proper-

ties out of foreclosure.

Risk management of house price risk for banks and insurers is more challenging be-

cause of the lack of traded instruments to manage the risk. Capital requirements for

banks and insurers are increasingly reflecting the risk characteristics of their loans and

other assets. Housing exposures are a significant component of the business of many

major banks and a significant risk factor for mortgage insurers. Insurance products

for housing exposures are not widely available and housing derivatives generally only

hedge market-wide risks. The panel models presented in Section 3 show that house

price growth rates in a suburb are not fully correlated with the market-wide index. For

the house Sydney market, the market index only explained between 42% and 44% of

the longitudinal and cross-sectional variation in house price growth rates. The sen-

sitivity of the house price growth rates towards the market index varied significantly

across postcodes. The model can quantify and also be used to improve the effectiveness

of indexed-based hedging. For Sydney, postcodes near the central business district and

at the harbor are closer to the market-wide index. Macroeconomic and financial factors

increased the percentage of variability explained up to 49% for houses in the Sydney

market. These factors can be used to improve hedging and also inform risk pricing at
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a finer level than just basing the risk analysis on a market-wide index.

The panel models that relate postcode-level house price growth to the market index can

also be used for portfolio management applications in the same way that market betas

in the equity market are used. Investors can systematically select postcodes areas that

are less correlated with the aggregate housing market when constructing portfolios ta-

king into account expected future growth rates. By taking into account the correlations

with macroeconomic and financial variables, investors can use the models to construct

portfolios with diversification across asset classes.

This paper has provided a detailed analysis of house price growth rate risks based on

a large residential property market in Sydney, Australia. There is limited detailed ana-

lysis in the literature of the risks in housing portfolios for banks and insurers provided

at the level of analysis in this paper. The models presented and assessed in the pa-

per provide a better understanding of the risks inherent in housing portfolios and in

housing-related financial products.

To practically embed these models into risk management or portfolio management

processes the models should be estimated for a subset of postcode areas that represent

the actual exposure of the specific portfolio. To apply model types that are based on

an aggregate market index as the main explanatory variable an index should be used

that is close to experience of the respective portfolio. However, the models can also

be used to measure the basis risk associated with indexed-based hedging. The models

are designed to capture both cross-sectional and longitudinal variations and results are

presented based on a very large panel data set. The models can also be applied to data

sets with fewer observations in the longitudinal dimension.

5 Summary and conclusions

House price uncertainty presents a substantial risk to private and institutional real

estate investors and to the large financial sector providing housing-related financial
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products such as mortgage loans, equity release products such as reverse mortgages

or home reversion schemes, asset-backed securities, and mortgage-backed securities.

A comprehensive analysis of house prices in Sydney is used to quantify house price

risks. Sydney is a large international city with similar risk factors that would be found

in most international cities. The major issues to be considered are the rates of growth

and volatility of the whole market since this is the basis of most risk analysis involving

products that depend on house prices. House price risks are assessed at a postcode

area-level and models appropriate for applications in banking and insurance develo-

ped.

The paper shows how sub-markets within a housing market can have quite different

risk and return behavior in the housing market and that the risk factors that impact the

variability of returns generate heterogeneity in the market. Economic factors and the

market-wide index generate systematic changes in house prices but only explain part

of the total variability. Individual house price characteristics including the location of

the house are important factors. Socio-economic characteristics of a postcode area are

also important factors from an insurer or bank perspective.

The detailed statistical analysis of postcode-level house price indices shows that long-

term returns to house investments vary considerably across postcode areas and that

higher long-term returns are associated with higher risk, as is the case with most in-

vestment classes. House price growth exhibits very large variations over short time

horizons with standard deviations of up to 150% of average growth rates and that

these variations reduce for longer time horizons. Seasonal patterns are documented

and an U-shaped relationship is found between house price growth in a suburb and its

distance from the city center.

Different approaches to jointly modeling the development of postcode-level house

prices over time and over the cross-section are provided. A multivariate auto-regressive

moving average (ARIMA) model capturing the data’s time series properties provides a

good explanation of temporal variations. Panel data models with variable parameters
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and random effects very effectively capture the cross-sectional heterogeneity observed

in house prices at the postcode level. Variable slope parameters quantify how house

prices in different postcode areas vary with the Sydney market house price index. The

sensitivity of house price growth to the market index is higher for areas with higher

growth rates. These are typically postcode areas located close to the city center.

Panel data models are also used to quantify the effects of other exogenous factors on

house price growth. A model estimated for quarterly house price growth rates identi-

fies a range of macroeconomic and financial variables as drivers of house price growth:

significant positive links are observed between house price growth and GDP growth

rates and growth of the ASX stock market index. A negative link is found between

house price growth and unemployment rates and real interest rates. Significant effects

are also found for seasonal dummy variables and regional characteristics included in

the model. The second model uses socio-demographic characteristics observed in the

census years 1981-2006. The results from this model show that higher house price

growth is observed in postcode areas with increasing average income levels and where

the population gets younger.

The models developed are relevant for a many applications in banking and insurance.

Applications include the risk assessment and pricing of equity release products, mort-

gage loans, and mortgage insurance policies. The models can also be used to estimate

the basis risk of indexed-linked housing derivatives and indexed-linked home equity

insurance.
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